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SUMMARY

Ty class of linear estimators is examined to obtain a biased subclass of esti-
mators; better than the sample mean .
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Introduction
Let U= {1,2,..., N}be afinite popdlatldn of N (given) units label-
led1to Nand ybea varlable (real) which takes value y; on the ith unit,
- (i=1,2,...,N).

Let

.N N .
Y= Z yIN, o) = E (o — YN and Cy = oyl ¥
1— R
be the population mean, variance and coeﬂicmnt of variation of Yy respec-
tively, It is desired to estimate Y on the basis of a sample of . » units
drawn by simple random sampling without replacement (SRSWOR).
- The Ty-class of linear estimators for Y based on a sample of size n,
‘may be defined by

Ty= Z ar¥ . ) (L.1)
r=1 .

where a.(r = 1, 2, . .., n) is the weight associated with the y-value of
the unit appearing at the rth draw (Horvitz and Thompson [2], Koop

(3] [4D.
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When a, = Afn, forallr =1, 2, ... , n, T1 reduces to

where ¥ is the sample mean and the optlmum value of A whlch minimises
the mean square error (MSE), M(T‘) of T" is
=1/[1 + K C?

in the case of SRSWOR, where K = (N — n)[n(N — 1). The resultmg
estimator discussed by Searls [5] is defined by '

Ts=91+KC
with bias and MSE given by
B(T9)=—KC ¥l + K €Y
and |
M(Ts) =K Y*CYl1 + K C2).

Obviously, Ts, a member of T;-class is better than the sample mean Y
(in the sense of having a smaller’ MSE) and the relative efficiency of
Searls’ estimator T over 9 is found to be

R(f'sly) =[1 + K C}).

It is well known that in the case of general sampling designs, there
does not exist a best linear unbiased estimator in the unbiased subclass
of the class of linear estimators (Koop [3], [4]; Ajgaonkar [1]) However,
in the case of SRSWOR, p is found to be the best in the unbiased sub-
class of the Ty-class. The question arises : does there exist the best linear
(uniformly minimum mean square error UMMSE) estimator in the entire
linear class 7;? Further, are there some biased estimators in 7}-class
better than » ?

In this paper, these questions are answered confining to SRSWOR.
2. Existence of the UMMSE-estimator in T,

THEOREM 21 If Cy is known exactly,.then the samplmg strategy
(SRSWOR, Ts) is the best in the cIass of strategies (SRSWOR, Tl) for Y.
" Proof : MSE of the estimator 7, is found to be

n

— n 2
M) =Not £ 4N —1)— cg(’zl a.) + y=(r=zl ar — 1)
‘ ' (2:1)

r=1




7
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A . .
It may be shown that M(T;) would be a minimum for

=1/n(1+.KC”),. o @D

and in this case, Tl reduces to Ts Hence the result

Although, the samplmg strategy (SRSWOR Ts) is the best in the class
of strategies (SRSWOR, T,) it can be shown through numerical illustra
tion that the efficiency of Ts over p is almost negligible when 'K < 0.01
and Cy <@ 1. Thus the Searls’ estimator should be used only in other
situations provided the exact value of Cy is known.

It may be shown that T' would be better than $ under SRSWOR, iff
(1 —KCIMl + KCjl < A< : (2.3)

and hence a sufficient condition for .’Il'\{‘ to be better than- » would be
[1—KC,Il+KCRI<A<I ' 4

which may be modified to )
Y+ KC{Hl<A<1

where C(y is any quantity such that Cj, < C

Let us call f‘,‘ wifh A sétisfying (2.4), a modified Searls’ estimator

AI
Ts,le,

T =29, [(1 — K C))I(1 + K C&), 1] or As [1/(1 + KC},), 11

The followmg Table 2.1 shows- the percent relative efficiency of the
estimators Ty = y [[1 + K C2]-and TS = Ap, Ae[(1 — K C; (1) )/(l + K
Cty)» 11 over p to observe the sensitivity of the estimators T to dcpar-

tures of optimum choice of A in T* Ap.

For this, we have considered the populatlons of having C,, > 0.5. Let
N=35,n=5 and Cy = 0.5.

From (2.4), it may be shown that T’ = 7\ y will be better than p for
all A satisfying ,

0.9200 < A < 1.
' 3. Estimators in T1 Better than the Sample Mean

In this section, we search for ‘biased estimators in T1 based .on
SRSWOR, but better than J.
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TABLE 2.1—PERCENT RELATIVE EFFICIENCY OF Ts AND fé
OVER y, FOR DIFFERENT VALUES OF C, AND ¥'s

C2 . .

A 0.25 . 1 2.25 4.00

0] R 7] &) “ O
% 10417 (0.96)* " 11623 (0.86)* 137.30 (0.72)*  166.39 (0.60)*

0.94 103.08 110,47 111.95 112.48

0.95 103.89 . 108.99 109.98 '110.34

0.97 103.89 10s5.67- 106.01 106.13

0.98 103.09 103.86 104.01 104.05

*Values in the bracket denote the optimum choice of A.

Let
n ’ n N ’
= Za',lo= Zai and Q=I’+(——5 — l)-—NIo.
r=1 real : )

Next we have the following

THEOREM 3;1 : Let ay, ag, . .-. , Gn be chosen such that Q > 0. Then
4 necessary and sufficient condition for the sampling strategy (SRSWOR,
T) ‘to be better than the strategy (SRSWOR, 9) is

(N—1D(-1)Q < C? : R ER))
Proof : From 2 1, the MSE of T; is found to be '

M(Tl) = ?’7[(1 - 1)’ + (A(I—II:}—I—))‘ C:] . 3.2

and V) =K CL | . (3.3)

- Comparing (3.2) with (3. 3), the result follows.

Obviously, the inequality (3.1) can never be satisfied if @ < 0. In fact
a.’s should ‘be so chosen that @ > O is satisfied. The checking of the
inequality (3.1) does not always require the exact knowledge of C2. If
Cm be a quantity (<’ Cz) then a sufficient condition for T; to be better

than p would be given by (3.1) with C? replaced by CZ,. Thus when Cy
. is not known exactly, Searls’ estimator can not be used at all and in that

e

. . ‘  " o ‘
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case, using the knowledge of Cjy only, an estimator from T1 -class of
linear estimators can be detected to behave better than p, better in the
sense of having smaller mean square error.

For an illustration, let N = 25 and n = 5. The weights a¢’s. in T1 are
taken arbitrarily with / = £ ¢, = 0.8 and such that Q > 0 and 3.1)
with C2 being replaced by C7, = 1.01s satisfied.

Table 3.1 shows that one may generate estimators from T,l with
arbitrary weights better than y even when Cy is not known exactly, the
case in which Searls’ estimator Ts can not be used.

y A
TABLE 3.1—RELATIVE EFFICIENCY OF T; OVER $ FOR ARBITRARY
WEIGHTS N = 25,0 =25,Cy > 1,1 = 0.8, a1 = 0.1, a3 = 0.2, @, == 0.2,
ag = 0.1, ag = 0.2.

Relative Efficiency . Cy
1.0 1.5 2.0 2.5 . 30 y-3:5- 4.0
) @ &) “@ ) 6) . ] ¥
[V(y)/M(Ts)] | 11666 137.48 166.64 20412 249.94 304.08 366.56
[V('p)/M(T‘)] 10429 12122 12851 13220 13429 13558 136.44

3.1 Guidelines to the Practitioner for the Choice of the Coefficients a,

Now in what follows, a procedure is given for making ch.oices of a,’s
in Ty such that the results stated in Theorem 3.1 may be implemented in -

practice.
-From Theorem 3.1, Tl defined in (1.1) would be better than 9, if,

W-nd—-1es<cs, R (3.9)

Let a, = r), where r(1 < r < n)is a positive integer and A is any real
number satisfying @ > 0. Then from (3.4), we have the following
inequality '

<o 8 G
where, | _» | j
gN) =aM 4 BA4 Y.
«e =(N—-1)(1—K (1))

B=—-—WNN-—-Dnr-+1)
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Y =

n@+npm+n

N(2n + nC |
. 7 (V= 1= Cly+- d ]

‘Let D be the discriminant of q()t) = 0 and ]et f =n|N be the samplmg
“fraction. Then after routme calculation, D is found to be

(Mﬂm’mﬂw+nﬂw+n{gﬁﬂﬁzﬁ}

N —-1) .
202Nf + 1) - Coy (1 — )7
o —*_TT__{I_"ﬁ%TﬁT}]

and hence, it may be shown that a sufficient condition for g()) = 0 to
admit two real roots is given by

2 ’ C(l)
< min _
I {3 N -1+ Ch } .
Let A; and A; be two roots of g(2) = 0. Then ‘the inequality (3.5) w111
always be satisfied for those A satisfying
‘A<l or A>2, whena <0

or A <A<, : incasea>0

Let Rya, Ry, R:a and Ra,\ denote the ranges for A for which Q &> 0,
M<AA>4 and A < A < A, respectively. Then obviously from
Theorem 3.1, the estimators

T 25y
will be better than 3, if

AGRnanR;[A OIAGRQA ﬂRaA

A 23
’ .
T1 =

and a\eRoA M Ry,

As an illustration, let us consider a population w1th N = §1, C., > 4,
" Let us take C(zl) 10 and n = 5. This gives

0 = 9.2 — (2580/A3).

- Obviously, for all A > 17 or A —-l7 we shall have Q > 0. Now the
roots of q(A) = 0 are given by

Ay = —54.45 and A, = 16.25
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Therefore for any o
“A> max (17, 16.95) or A < min (—17, —54.45)
A ) SRR -
the estimator in T will be better than sample mean’ P

Rcmarks (i) As a general procedure to generate the welghts ar’s so
that T1 is better than p, we proceed as follows. For given N, nand C(y),
we find a A such that g(2) < 0 is satisfied, then for a» = r/A, (r = l 2,

.y n) in T1 the resulting estimator will be better than. p. C
- (ii) Though the expression for g(A) in (3.5) looks somewhat complicated, -
but once N, C}, and n are known, the coefficients «, § and ¥ can easily
be computed and hence the roots Ay, A, of A such that g(A) = 0 may be
obtained without any difficulty.

4. Unequal Weights in T, Versus Equal Weights -

’ . - . A n
Theorem 3.1 assures the superiority of an estimator T, = 2 a4, y,
r=1

over y, but it does not guarantee whether T} will be better than TS
~ In this section, we observe that there always exists at least one set o
choice (a,, a, . . ., d,) with all a, 3£ A (# Xo) such that the strategy
(SRSWOR,, Tl) is better than (SRSWOR, T() and hence the _strategy
(SRSWOR, ).

Let I and /, be the same as in Theorem 3.1 and let |

[2/(1 + K CEl — A <1< ) | S ¢ ¥ )
then, we have the following
TreEOREM 4.1 : A4 sufficient condition that the strategy (SRSWOR, T)
is better than the strategy (SRSWOR, Ts) and hence the strategy
(SRSWOR, j>) would be

Pl <l < = [ = 20 = DI(L + K C3,)]

. Proof : From (2, 1) and M( Ts), it may be shown that

M(T) < M(T, s)

. N

¢y
—1

N

)<M04qu§0—m
‘ ' 4.2)
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Since /o 2> I3/n, a sufficient condition for (4.2) is obtained by replacing

I* by n Iy, where it is assumed that C2 < (N — 1). Thus M(flﬁl) < M(IA‘ﬁv)
if <A —-20—-D/0+K C3))l
provided A > L ‘
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